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Wymagania wstepne

Podstawowa wiedza w zakresie programowania w jezyku Python, podstawowa wiedza w zakresie
matematyki i statystyki, umiejetno$¢ rozwigzywania prostych probleméw matematycznych i technicznych w
oparciu o posiadang wiedze, podstawowa wiedza w zakresie technik uczenia maszynowego, umiejetnosc
pozyskiwania informacji ze wskazanych zrodet, zrozumienie koniecznosci samodzielnego doksztatcania sie.

Cel przedmiotu

1. Zapoznanie studentow z modelowaniem, dziataniem i zastosowaniami sieci neuronowych. 2.
Przekazanie studentom podstawowej wiedzy dot. wybranych algorytméw uczenia sieci neuronowych. 3.
Zapoznanie studentéw z wybranymi przyktadami praktycznego zastosowania sztucznych sieci
neuronowych w kontekscie analizowania danych i rozpoznawania wzorcow. 4. Zapoznanie studentow z
wybranymi procesami, ktére zachodzg w obrebie sztucznych sieci neuronowych.

Przedmiotowe efekty uczenia sie

Wiedza:
1. Student, ktory zaliczy przedmiot ma zaawansowang i szczegétowg wiedze dotyczgcg wybranych
zagadnien z informatyki, w szczegdélno$ci tzw. sieci neuronowych i uczenia gtebokiego



2. Student, ktory zaliczy przedmiot zna zaawansowane metody, techniki i narzedzia stosowane przy
rozwigzywaniu ztozonych zadan inzynierskich z wybranego obszaru informatyki i techniki z
wykorzystaniem sieci neuronowych i uczenia gtebokiego

3. Student, ktéry zaliczy przedmiot ma zaawansowang wiedze ogolng w zakresie algorytmoéw, jezykow
programowania, sztucznej inteligencji, baz danych, wspomagania decyzji, systeméw uczacych sie,
inzynierii oprogramowania oraz programowania strukturalnego i obiektowego

4. Student, ktory zaliczy przedmiot zna i rozumie gtéwne tendencje rozwojowe i najistotniejsze
osiggniecia w zakresie technik i technologii wtasciwych dla kierunku studiow edukacja techniczno-
informatyczna

Umiejetnosci:

1. Student, ktory zaliczy przedmiot potrafi wykorzystywaé posiadang wiedze z zakresu wybranych
zagadnien z matematyki, informatyki i inzynierii materiatowej do formutowania i rozwigzywania
ztozonych i nietypowych probleméw oraz do wykonywania zadan w niestandardowych warunkach

2. Student, ktdry zaliczy przedmiot potrafi pozyskiwaé informacje z literatury, baz danych oraz innych
zrédet (w jezyku polskim i angielskim), integrowac je, dokonywac ich interpretaciji i krytycznej oceny,
wycigga¢ wnioski oraz formutowac i wyczerpujgco uzasadniac opinie

3. Student, ktory zaliczy przedmiot potrafi dobiera¢ oraz stosowac¢ wtasciwe metody i narzedzia w tym
zaawansowane techniki informacyjno-komunikacyjne oraz opracowania naukowe dotyczgce
szczegotowych zagadnien z zakresu informatyki, inzynierii materiatowej i techniki

4. Student, ktory zaliczy przedmiot potrafi formutowac i testowac hipotezy zwigzane z problemami
inzynierskimi i prostymi problemami badawczymi oraz zaplanowac i przeprowadzi¢ eksperymenty
(komputerowe) z uzyciem wybranych metod badawczych, interpretowac uzyskane wyniki i wyciggac
wnioski

Kompetencje spoteczne:

1. Student, ktory zaliczy przedmiot jest gotowy do krytycznej oceny posiadanej wiedzy i odbieranych
tresci z zakresu informatyki, techniki i inzynierii materialowej oraz rozumie potrzebe uczenia sie przez
cate zycie; potrafi inspirowac i organizowaé proces uczenia sie innych osob

2. Student, ktory zaliczy przedmiot jest gotowy do uznawania znaczenia wiedzy w rozwigzywaniu
problemdéw poznawczych i praktycznych oraz zasiegania opinii ekspertéw

3. Student, ktéry zaliczy przedmiot jest gotowy do odpowiedzialnego petnienia rél zawodowych z
uwzglednieniem swojego rozwoju zawodowego, podtrzymywania etosu zawodu, przestrzegania i
rozwijania zasad etyki zawodowej w odniesieniu do aktualnych potrzeb spotecznych, w szczegdlnosci w
kontek$cie zagadnien zwigzanych z zastosowaniami sztucznej inteligenc;ji

Metody weryfikacji efektow uczenia sie i kryteria oceny
Efekty uczenia sie przedstawione wyzej weryfikowane sg w nastepujgcy sposob:

1. Projekt indywidualny.
Kryteria oceny /ocena: zgodnie z regulaminem studiow

Tresci programowe

Program przedmiotu obejmuje nastepujgce tresci: programowanie sieci neuronowych, funkcje
aktywaciji, algorytmy i techniki uczenia sieci neuronowych, sieci neuronowe zasilane w przéd (feed-
forward) oraz sieci rekurencyjne, zastosowania sieci neuronowych w rozwigzywaniu wybranych
problemow (rozpoznawanie obrazoéw, rozpoznawanie i generowanie tekstu), przeglad procesow
zachodzacych w obrebie sztucznych sieci neuronowych.

Tematyka zaje¢

1. Konfiguracja $srodowiska do pracy w jezyku Python, przypomnienie podstaw jezyka Pythin i przeglad
wybranych bibliotek (Tensorflow, PyTorch, Keras).

2. Programowanie i uczenie Perceptronu.

3. Badanie funkcji aktywaciji.

4. Budowa i wykorzystanie wielowarstwowej sieci perceptornédw do rozpoznawania pisma.

5. Algorytm propagacji wstecznej i podstawy uczenia gtebokiego.

6. Konwolucyjne sieci neuronowe i ich zastosowanie z wykorzystaniem bibliotek Tensorflow lub PyTorch
do rozpoznawania obrazow.



7. Zastosowanie sztucznych neurondw w tzw. symulacjach agentowych.

8. Wybrane zagadnienia dynamiki nieliniowej w kontekscie uktadéw neuronéw sprzezonych.

9. Rekurencyjne sieci neuronowe.

10. Programowanie i uczenie sieci Hopfielda za pomoca reguty Hebba.

11. Badanie rekurencyjnych sieci neuronowych - procesy chaotyczne i przejscia fazowe w sieciach
neuronowych.

12. Badanie asocjacyjnych wiasciwosci sieci rekurencyjnych.

13. Maszyny Boltzmana.

14. Analiza danych z wykorzystaniem sieci neuronowych.

Metody dydaktyczne

1. Prezentacja multimedialna - wprowadzenie do realizowanego tematu ¢éwiczen laboratoryjnych
(komputerowych).

2. Cwiczenia laboratoryjne (komputerowe) - wykonywanie specjalistycznych programéw, praca
indywidulna, dyskusja.

3. Indywidualna praca projektowa studenta, dyskusja.
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Bilans naktadu pracy przecietnego studenta

Godzin ECTS
taczny naktad pracy 50 2,00
Zajecia wymagajgce bezposredniego kontaktu z nauczycielem 30 1,00
Praca wtasna studenta (studia literaturowe, przygotowanie do zajec 20 1,00
laboratoryjnych/éwiczen, przygotowanie do kolokwidéw/egzaminu,
wykonanie projektu)




